Design principles of multi-map variation in biological systems
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Complexity in biology is often described using a multi-map architecture, where the genotype,
representing the encoded information, is mapped to the functional level, known as the phenotype,
which is then connected to a latent phenotype we refer to as fitness. This underlying architecture
governs the processes that drive evolution. Moreover, natural selection, along with other neutral
forces, can modify these maps. At each hierarchical level, variation is observed. Here, I propose the
need to establish principles that can aid in understanding the transformation of variation within this
multi-map architecture. Specifically, I will introduce three, related to the presence of modulators,
constraints, and the channeling of variation. By comprehending these design principles in various
biological systems, we can gain better insights into the mechanisms underlying these maps and their
evolutionary dynamics.
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Figure 1: Multi-map architecture of biological complexity. The multi-map architecture
is a fundamental framework for understanding biological complexity. It involves the mapping of
genotype to phenotype and phenotype to fitness. The action of these mappings can be influenced
by environmental factors, and in certain cases, the arrows can be reversed.

Introduction

It is well recognized that biology encompasses a multitude of mappings [1]. In a given environment,
we observe a mapping from genotype to phenotype, representing function, and from phenotype to
fitness, which can be perceived as a latent phenotype that is not readily observable but connected to
selection (Figure 1). While it is acknowledged that some of these mappings may not be unidirectional,
for the sake of simplicity, let’s maintain that assumption.

Within this framework, we encounter variation at the genotypic, phenotypic, and fitness levels [2].
This variation leads us to three crucial characteristics frequently discussed in biology: robustness,
plasticity, and evolvability [3]. These properties elucidate how variation at one level may not be
experienced at all at a different one (robustness) or may be experienced as response to perturbations
(plasticity) at different levels. They also highlight how variation drives evolution (evolvability) and
how environmental factors modify all these aspects.

Below, I present an argument for the existence of design principles governing multi-map variation.
While the ultimate generality of these principles may be uncertain, I advance that their presence can
be observed across a wide range of biological systems. The search for such principles is an ongoing
endeavor in other areas of biology and has contributed, among other things, to the development of
a theory of biological networks [4, 5]. With this in mind, I propose three integral elements that
contribute to what could eventually be understood as a general theory of multi-map variation.
First, there exist "malleable" agents that control variation. Second, there are "rigid" constraints on
variation. Third, we observe a "modular" channeling of variation.

Characterizing these principles in different biological systems will allow us to unravel the
mechanisms underlying the mapping process, the forces that shape evolutionary trajectories, and
the factors that influence the emergence of new traits. Ultimately, this knowledge can enhance our
ability to interpret and predict evolutionary dynamics in diverse biological contexts. Let me explain
these three elements further below.
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Figure 2: Buffers and potentiators of variation control. A) Each arrow represents a mutation
accumulation (MA) line from a reference budding yeast (Sacharomyces cerevisiae) genotype (wild-
type on the left and mutant on the right). Both wild-type and mutant experience the same MA
trajectories. The filled color indicates the corresponding phenotype of that individual yeast. B)
Mutants that exhibit an increase in variation, denoted by the vertical arrow, are referred to as
buffers (shown in red). The absence of buffers results in an amplified variation. On the other hand,
mutants that display a decrease in variation are referred to as potentiators (shown in blue).

Results

“Malleable" agents of variation control

Let’s begin with the first component, the presence of malleable agents of variation control in
biological systems. Imagine a scenario where a system undergoes multiple mutations. In more
technical terms, we can consider a trajectory of mutation accumulation (MA), where mutations are
allowed to accumulate over a given time period [6]. This represents the fundamental variation at
the genotype level. My argument will be that there are elements within the system that modify the
phenotypic variation generated as a consequence of these mutations.

To illustrate this concept, let’s consider the budding yeast Saccharomyces cerevisiae as a model
system. By following the MA trajectory, we can observe mutations occurring in the sequences
encoding enzymes associated with its metabolism (Figure 2). Starting from the wild-type strain, we
can generate multiple trajectories and quantify a fixed phenotype of the resulting mutants. Since
we have numerous lines, we can compute the variation in this phenotype, such as its variance.

Now, let’s modify the initial background by introducing a mutation in a single element of the
system (from black to red in Fig. 2). From this new background, we generate the same MA lines
and once again measure the phenotypic variation. In this case, the variance may either increase or
decrease compared to the initial background, indicating that certain elements of the system, such as
the enzymes in our example, function as modulators of variation.

It is important to note that this set of buffers and potentiators can change, and that the
same agent may transition from acting as a buffer to becoming a potentiator or vice versa. Their
classification as buffers or potentiators is contingent upon the specific operational regime of the
system under consideration, emphasizing their malleability and contextual nature [7].
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Figure 3: Restrictions on variation. The genome responses to single gene deletions were
monitored in a collection of budding yeast mutants. This dataset forms a matrix of transcriptional
responses (rows) versus deletions (columns). To reduce the dimensionality of this matrix, we
employed singular value decomposition (SVD). We hypothesize that the resulting modes obtained
through this technique represents constraints on the potential responses of the system, which may
lead to suboptimality (see main text for details).

“Hard" restrictions on variation

The second element I present discusses the existence of constraints on variation. The term "constraint"
has been a subject of historical discussions in biology, particularly regarding the generation of
phenotypic variation, such as developmental constraints [8]. Nevertheless, my argument proceeds
as follows. I consider specifically a dataset obtained from the budding yeast, which encompasses
hundreds of gene knockouts (representing one-quarter of yeast genes) for which genome-wide mRNA
expression was monitored [9]. This dataset can be represented as a matrix of gene expression vs.
deletions (Figure 3).

To explore the underlying structure of this matrix, we utilize singular value decomposition
(SVD), a technique similar to principal component analysis. SVD allows us to identify a set of
patterns that we refer to as expression "modes". They represent recurring global expression changes,
where groups of genes exhibit coordinated and consistent changes in their expression levels across
multiple gene deletion strains. Thus, each transcriptional response can be deconstructed into a
combination of these patterns, which I argue reflect the presence of constraints on variation.

An important insight derived from our research is that these modes do not necessarily drive
"optimal" responses. Contrary to the expectations of optimality, we have discovered that the
erroneous activation of certain genes, resulting from these constraints, can contribute to the fitness
defects observed in deletions [10]. In other words, the presence of stringent restrictions on variation
can generate suboptimal phenotypes. This highlights the importance of considering the interplay
between constraints, variation, and fitness.

“Modular" channeling of variation

The third principle emphasizes how variation at the phenotypic level can be channeled in a modular
manner to impact fitness. To investigate this, we focus on a class of mutations that we term
"complex" mutations [11]. These mutations occur in molecular agents that exhibit high pleiotropy,
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Figure 4: Channeling on variation. Mutations in a group of RNAp mutants result in alterations
in various characteristics associated with the transcriptional response of constitutive genes (i.e.,
those not regulated by transcriptional factors). We quantified these features ("barcodes" in the
figure) and observed that only a subset of the phenotypic variation contributes to fitness variation
(blue circles/arrows). This indicates that phenotypic variation is channeled in a modular manner,
ultimately shaping the variation observed at the fitness level.

such as the enzyme RNA polymerase (RNAp), with significant implications for phenotypes and
their effect on fitness.

We investigated the impact of a specific set of mutants on gene expression, utilizing Escherichia
coli, as experimental system. To do this, we quantified various phenotypic features closely associated
with transcriptional efficiency and the alarmone ppGpp, which is a stress signaling system in bacteria
(each box in Figure 4 represents one such feature; we assessed these features by monitoring promoter
activity). It is essential to note that we used a set of constitutive genes to measure the expression
response to the different RNAp mutations, excluding in this way the interference of additional
regulatory signals, such as transcriptional factors. With this data in hand, we developed a model to
understand how fitness changes in the mutants as a function of the observed phenotypic features.
Interestingly, we found that only a subset of them significantly influences fitness, as measured by
the growth rate [11].

In a broader context, this demonstrates how certain types of genetic variation give rise to extended
phenotypic diversity. The phenotypic variation is represented by barcodes (Fig. 4), which indicate the
different features associated with each gene. Notably, from this wide range of phenotypes, only a few
contribute to fitness (blue circles in Fig. 4). This proposes a model that accounts for both extended
phenotypic pleiotropy and fitness-relevant modularity [12]. In our context, the full combination of
constitutive genes and their associated features demonstrates phenotypic pleiotropy. It becomes
evident that only a subset of these phenotypic elements contributes to fitness, indicating fitness
modularity. Consequently, fitness, as a complex trait, exhibits robustness to certain phenotypic
changes.

Discussion

Three fundamental questions arise from the standard mapping architecture of biology (Figure 1).
First, how did such architecture evolve? This question encompasses exploring the various devel-
opmental mechanisms contributing to phenotypes and understanding how phenotypes ultimately
impact fitness. The second question delves into the generation of variation at each level of the
architecture. This problem also refers to the balance between error generation and tolerance in



biology. Finally, the third problem, which I have examined here, investigates from a functional
point of view the mapping of variation from one level to another.

Given the existence of multi-map variation, my focus is to identify generic features that underlie
the transformation of variation across different levels. Modulators provide insights into the presence
of elements that adjust the transition from genetic to phenotypic variation [7, 13]. These elements
have the capacity to amplify or diminish the variation at the lower level, both aspects also related to
ideas of network controlability (from complex systems [14]) and modifier genes (from genetics [15]).

While several molecular agents, such as the heat shock protein HSP90, have been identified as
essential modulators [13], it is important to note that this characteristic is not inherently linked to
the molecular attributes of the element itself. Furthermore, this modulatory role is not static and
can vary over time [16]. Whether an element acts as a buffer or potentiator is contingent upon the
distinct operational regime of the system being investigated [7].

The presence of constraints serves to highlight two important aspects. First, they indicate
that biological responses, or behaviours, are both limited and can sometimes result in suboptimal
situations [10]. This observation has been particularly emphasised in discussions surrounding
multi-objective optimisation in biology, biological trade-offs, and related topics [17]. Secondly,
the functioning of biological systems ultimately operates within a reduced number of dimensions,
illustrating the pervasive nature of dimensional reduction [18, 19].

This becomes increasingly apparent as we have the ability to measure an expanding range
of molecular phenotypes, such as through techniques like single-cell RNA sequencing. Despite
the vast amount of variation present in these phenotypes, it is intriguing to observe that it can
effectively be reduced to a few key dimensions. In some cases, these dimensions can be associated
with dynamical attractors [20]. Recent discussions on how evolution contributes to this reduction in
dimensionality are particularly relevant and merit consideration in this context [21]. Exploring the
role of evolutionary processes in shaping the observed reduction in dimensionality can shed light on
the mechanisms that drive the emergence of key phenotypic features and regulatory states.

Lastly, I emphasized the process of channeling variation to the fitness level. It is important to
recognise that not all variation at the phenotypic level is necessarily relevant to fitness. This brings
us back to the earlier comment I introduce regarding the balance associated with precision. It also
evokes the concept of "sloppy" parameters in the context of biological models [22], where parameters
with a wide range of values can yield similar outputs, specifically in relation to fitness.

This parallel draws attention to the notion that in biological systems, there is a certain tolerance
for variation that does not significantly impact fitness. This flexibility allows for robustness and
adaptability in the face of changing conditions or perturbations. It highlights the inherent complexity
of the relationship between phenotypic variation and fitness outcomes, emphasising that not all
variations are equally consequential for evolutionary success or fitness optimisation [23].

A different issue pertains to the origins of these principles. Following the spirit of Tinbergen’s four
questions (mechanism, development, function, and evolutionary history) [24], the aforementioned
principles can be associated with the first three questions, but not the fourth. Exploring the selective
or neutral processes that give rise to, for example, a molecule functioning as a malleable modulator
of variation in a given condition is beyond the scope of this note. However, it presents an intriguing
problem that warrants further investigation.

Lastly, I have illustrated these principles using three of my own works. This is not to imply that
these works hold particular significance above others, as they do not (see, for instance, the very
interesting special issue here [25]). Rather, they are examples with which I am intimately familiar,
and through detailed study of these cases, I have been able to develop and extrapolate the proposed
principles. My intention is that this commentary stimulates a more thoughtful discussion on how
we can comprehend the "organised complexity" [26] of biology in the 21st century. Many things are
at stake.
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